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Abstract
The film industry is one of the core industries of the digital creative industry, which has great positive externalities to the digital creative economy. Movie box office revenue is an important indicator to measure the realization of the market value of movie consumption, and it is also the basic guarantee for the sustainable development of the movie industry. This paper relies on the professional database of the Maoyan movie market to use Python software to collect a total of 830 domestic movie-related consumption characteristic data from 2017 to 2019. In this study, the stacking method in the machine learning ensemble algorithm combines the fivefold crossfolding training method based on distributed random forest, extremely randomized trees, and generalized linear models. The model is good at handling different data types. It has higher fitting and model accuracy in feature mining and model construction, so as to effectively grasp the relevant feature factors affecting movie consumption and accurately predict the future movie box office. Based on the innovative design method of model fusion, the extracted feature vector is used to build a more accurate movie box office prediction model through stacking with a fivefold crossfolding training method. It is aimed at opening the black box that affects the realization of the value of the film content consumption market in the digital age and putting forward corresponding countermeasures and suggestions.
1. Introduction
With the continuous development of digital technology, the digital transformation characterized by artificial intelligence [1–3] and big data applications has promoted the continuous evolution of the connotations, boundaries, and forms of creative economy and industrial development. The role of enhancing national competitiveness, promoting the development of industrial integration, and inducing new models and new business forms is increasingly deepening, and the impact on social development is becoming more and more profound. Vigorously promoting digital consumption has become an important driving engine for China to build a new development pattern that focuses on the domestic cycle and domestic and international dual cycles.
The film industry fully embodies the integration of humanities and art and technological innovation, the integration of traditional media and digital media, and the integration of producers and consumers. In the planning and classification of cultural and creative industries and digital content industries in different countries and regions, it has always been in the core category, which has great positive externalities to the digital economy. Movie products are a typical representative of the development of creative cultural products and digital content. Movie box office revenue is an important indicator to measure the realization of the consumer market value of the movie industry. As of 2019, the Chinese film industry has leaped to the second place in the world in terms of market size and has made important contributions to the economic benefits and social impact of the domestic digital content industry, although the development of the new crown epidemic in 2020 has affected the offline film industry to a certain extent. But at the same time, the reshaping of the film industry by digital transformation has penetrated the entire industry chain, profoundly changing the format and ecosystem of the film industry. The operation logic of deep integration of technology and creativity is deeply rooted in the hearts of the people. With the gradual development of big data and artificial intelligence, digital technology has penetrated into the entire industry chain of production, distribution, and sales of the film industry, including the algorithm strategy to open the technical support for audiovisual streaming media on the online distribution of movies, as well as the opening of the artificial intelligence system’s intervention in film production management such as box office prediction and audience positioning [4]. Since 2020, many film and television groups, including Hollywood giant Warner Bros., have built their own artificial intelligence project management systems, trying to gradually use artificial intelligence-related technologies to evaluate the value of content and main creation, so as to assist the decision-making reference of film distribution strategies [5].
However, the consumption of film products in the digital economy era is affected by multiple factors, and its box office forecasts are more challenging. Although previous studies have conducted a series of empirical analyses using statistical analysis methods and related indicators, the simple use of statistical analysis models is not enough to deconstruct the complex characteristics and structural relationships of film consumption under the new pattern. At present, there is still no method that comprehensively considers the comprehensive characteristics of film consumption in the context of digital transformation to conduct in-depth systematic research, which is insufficient for accurately grasping the characteristics of factors affecting digital content creative consumption and interpreting and predicting the future value of the box office. Therefore, based on the original research, this article systematically analyzes the multidimensional factors affecting film consumption in the digital age, relying on the professional database of the Maoyan film market, and comprehensively using the research methods of big data and machine learning to extract and construct the characteristics of relevant consumption influencing factors. Through model fusion training an innovative and enhanced predictive model, it attempts to build a research framework for the factors affecting film consumption in the context of digital transformation and opens the black box that affects movie box office. The main tasks of this study are as follows:
(1)Data collection and preprocessing. The data sources of this research mainly come from the famous professional movie website Maoyan professional database, Sina Weibo, IMDB professional database, and WeChat official account platform. The data provided by these platforms were manually screened for unit and text errors, as well as data cleaning of error data, redundant data, and missing data during the data transmission process. A total of 830 movies were indexed(2)The stacking method in the machine learning ensemble algorithm combines the fivefold crossfolding training method based on distributed random forest, extremely randomized trees, and generalized linear models. The model is good at handling different data types. This method has higher fitting and model accuracy in feature mining and model construction, so as to effectively grasp the relevant feature factors affecting movie consumption and accurately predict the future movie box office
2. Related Research
2.1. Research on Influencing Factors of Movie Box Office
The research on the factors affecting movie box office has a long history. It can be traced back to the 1940s. Early research mainly focused on research techniques [6]. For the first time, Gallup [7] and Handel [8] have systematically sorted out the influencing factors of movie box office such as actors, marketing, story, and evaluation to predict box office revenue. Subsequent scholars carried out in-depth research under this research framework. Generally speaking, the box office success of a movie is mainly based on three dimensions: the characteristics of the movie (such as director, star, screenwriter, and genre), the strength of the marketing strategy (mainly through advertising budget, number of screens, trailers, etc.), and reviews (from critics and movie audiences, etc.). Study the influencing factors of movie box office from both the supply side and the demand side of movie products. Researchers explored many potential influencing factors, including film origin, film cost, schedule, director’s influence, award-winning influence, professional rating, word of mouth, genre, celebrity influence, film content, reviews, cultural familiarity, and consumer factors. Among them, the three major factors of celebrity influence, comment, and word of mouth have received extensive attention [9]. In addition, in view of the huge economic impact of film sequel products in the film industry, scholars have begun to study the impact of this factor [10]. With the explosive growth and development of digital technology, movie consumers can express their opinions or attitudes towards products across space and time. Therefore, in recent years, electronic word of mouth (eWOM) in the form of online reviews has increased exponentially [11]. Many researchers study the impact of eWOM indicators on box office performance. With the development of big data technology, more scholars use social media and digital marketing activities as influencing factors to predict box office [12]. On the whole, traditional box office forecasting studies use factors such as budget, actors, directors, producers, story locations, screenwriters, screening time, music, screening locations, target audiences, and sequels as variables. Research based on the background of digital transformation extends the influencing factors to include social media topics, search engines, marketing activities, and other variables with connotative characteristics of digital consumption.
2.2. Box Office Prediction Model Research
Early box office prediction methods were based on audience surveys. Since Litman et al. (1989) put forward a model that affects movie box office income factors and movie rental income through regression analysis [13], the research on movie box office prediction model methods has continued to advance. Scott Sochay (1994) made improvements based on the above model [14]. Representative scholars such as de Vany and Walls (2004) used the OLS model, and Deuchert et al. (2005) proposed a two-stage model [15]. Other researchers have carried out extensive linear regression research on this basis. Ramesh et al. (2006) first proposed a box office prediction model using neural network methods, which opened up the research on innovative methods of box office prediction models in the digital age [16]. Based on big data and machine learning technology, the accuracy of the box office prediction model has been further improved. Choudhery et al. (2017) constructed a polynomial regression model for box office prediction by extracting chat data to analyze user emotions and other three methods [17]. Although the accuracy of the neural network model is improved compared with the previous two prediction models, the results are still not satisfactory.
In summary, there is a solid research foundation on the influencing factors of movie consumption and box office forecasting models, and the framework of the influencing factor evaluation system including the main creative team, movie characteristics, marketing promotion, and word-of-mouth comments has been basically formed. And in terms of research methods, the research methods of statistical measurement models such as market survey questionnaire interviews and linear regression have gradually expanded to neural networks, machine learning, and data fusion in the context of big data. However, in previous studies, different research methods have only considered the linear effects of some factors on box office forecasts, and empirical research on box office forecasting models using machine learning and model fusion on the basis of fully considering the complex and comprehensive digital age influence factors is relatively lacking. This has laid a certain theoretical foundation for this research from influencing factors to the improvement of research methods.
3. Design of Characteristic Index System for Influencing Factors of Movie Box Office in the Era of Digital Economy
Based on the mature experience of film product attribute feature selection at home and abroad, combined with consumers' personalized characteristics and aesthetic preferences, this study focuses on the impact of digital environment elements on consumption logic under the background of digital transformation; explores the three-dimensional feature factors of consumers, film products, and digital environment, which have a great impact on film consumption in the digital era; and constructs an index system. In order to ensure the comprehensiveness of the evaluation of the characteristics of the influencing factors of film product consumption in the digital age, first of all, according to the personal influencing factors of movie consumption generally mentioned in the existing literature, the indicators of gender, age, education level, active area, and preference type are selected to reflect the basic information of the personal characteristics of movie consumption, aesthetics and preferences, and the influence of herd atmosphere. Second, fully consider the determinants of the film’s main creative team and the characteristics of the film product. The cultural awareness of the core creative subject directors, screenwriters, and main actors, such as word-of-mouth popularity, box office appeal, number of movies, release schedule, 3D, and IMAX factors, is added to the film product feature evaluation indicators. In this way, the original value, artistic value, experience and emotional symbolic value, and cultural recognition related to the characteristics of the film product are measured. Third, it focuses on the most important changes in film consumption under the influence of the digital economy era, such as online social support, social marketing activities, and digital opinion leaders. Include the marketing activities in the environmental characteristics of the digital age, the popularity of public opinion, the number of publicity placements under the influence of Internet word of mouth, the platform, the amount of broadcast, the public opinion evaluation and popularity of online media, the score of Internet word of mouth, and the schedule and other factors. Based on the above reasons and the availability of data, the evaluation index system for the influencing factors of film consumption characteristics in the digital era set in this study, that is, the follow-up characteristic data collection system setting, is shown in Table 1.
Table 1 
Setting of the characteristic index system of influencing factors of movie box office in the digital age.


4. Machine Learning Fusion Forecasting Model Construction and Demonstration
4.1. Data Collection and Processing
The data sources for this research mainly come from the professional database of Maoyan, a well-known professional film website in China, Sina Weibo, IMDB professional database, and WeChat official account platform. The relevant professional database mainly provides timely, accurate, and professional film creation and box office data analysis for practitioners in the domestic and foreign film industry. Among them, the Maoyan database has fully opened up the online movie information database, which is more suitable for studying the influencing factors of domestic movie consumption. Sina Weibo and WeChat are mainly used as the source of digital environment feature collection. In order to fully reflect the impact of environmental changes in the digital economy era on film consumption characteristics, considering the comprehensiveness and continuity of the data, the sample collection interval is the index information related to the consumption characteristics of all domestic films from 2017 to 2019. Preliminary data collection uses Python to complete the data capture and analysis. First, collect information about the personal characteristics of each movie consumer displayed on the website, and secondly, collect the culture, experience, and cognition information of the movie, such as the main creators and the company’s topical discussion on social media, historical box office, number of representative works and movie awards, IP information, genres, and sequels. In addition, collect information on external environmental elements such as related distribution and promotion and the representative work of a film distribution company to identify the company’s ability, as well as the number of promotional materials, quantity, platform, topic level of professional mass social media, public opinion popularity indicators, and the impact of the planned cycle of movie schedules. Subsequently, manual screening of units and text errors, as well as data cleaning of erroneous data, redundant data, and missing data due to the data transmission process, was carried out, totaling all the index information of 830 movies. In the future, new feature construction will be carried out according to research needs and specific scenarios. In view of the different data types having their own characteristics, different processing methods will be used to fit the research model.
4.2. Research Method Selection
The use of machine learning methods for movie box office prediction has made some research results in recent years, but most of the research only converts box office prediction from a regression problem to a classification problem. However, the use of classification methods to predict the box office will lose a lot of characteristic information, which may cause certain restrictions on the use of prediction results. Feature engineering methods can extract core features, which have a vital impact on the accuracy of prediction models [18]. Through the innovative integration of machine learning feature engineering and regression models that process multiple data, it is more conducive to accurately assess the influencing factors and box office expectations of movie consumption in the digital age. Therefore, this study first uses Python computer program design language-related data directed crawler () library to complete the analysis of digital movie product consumers’ personal characteristics, product characteristics, and digital environment network interaction behavior characteristics. Through manual screening, data cleaning, and preprocessing, combined with feature engineering research methods in the field of machine learning, Scikit-learn is used for feature extraction and feature construction. Then, according to the diversity of data types related to movie influencing factors. The innovation uses the stacking method in the machine learning integration algorithm to fuse models based on the fivefold crossfolding training method for distributed random tree forests (distributed random forest), extremely randomized trees (extremely randomized trees), and generalized linear model which are good at handling different data types. It has a higher fit and model accuracy in feature mining and model construction, so as to more effectively grasp the relevant feature factors that affect movie consumption and more accurately predict the future movie box office.
4.3. Research Idea Design
This research is based on the exploratory structure and deep insight of data characteristics and innovatively adopts the model fusion perspective for machine learning applications. The design of the research ideas is shown in Figure 1. First of all, comprehensive preliminary research and literature research combining the design of influencing factor index system and accurate data collection are the basic guarantees for the construction of feature engineering models. Good data preprocessing can explore the direction and accuracy of model training. Second, carry out data cleaning and screening to retain valid information. After that, input the effective data reflecting the different influencing factors of the movie into different feature learning models, extract the features of the corresponding movie, and try to construct new features. Due to the very large scales of different types of variables in this study, exploratory statistical analysis found that data such as cumulative box office, first week box office, and star cumulative box office are all exponentially distributed, so logarithmic transformation of these features can construct new features. Finally, the stacking model fusion method is selected to construct the box office prediction model, and the three basic models are learned and fused by designing the feature vector fivefold crossfolding training method to construct a more accurate prediction model. In this way, it can more accurately identify the feature vector that conforms to the film consumption in the digital age and reveal the source of film box office revenue.










Figure 1 
The research flow chart of machine learning and model fusion based on the analysis of the influencing factors of film consumption in the digital age.



The processing of high-dimensional and complex data is a difficult point in machine learning. In traditional classification algorithms, it is difficult to deal with problems in practical applications, presenting problems such as low accuracy and overfitting. Stacking model is essentially a hierarchical structure, which is good at dealing with model fusion problems, and it is also particularly suitable for model training and learning that deal with multidimensional complex factors. Through the fitting and learning of different types of models, fusion builds an innovative fusion model that is more in line with the characteristics of the data. It is very suitable for the complex and multivariate influencing characteristic variable types of this research and the actual needs of accurate box office prediction. Figure 2 shows the basic process structure of this method.










Figure 2 
Stacking process model structure diagram.



4.4. Model Construction and Empirical Analysis
The feature engineering construction method of machine learning is used to analyze, collect and construct features, and determine which consumption features are the most important, which plays a role in the performance of the predictive model. It helps to avoid errors in human factor judgments and some inertial problems of traditional statistical measurement models and helps to obtain a more explanatory characteristic variable system. According to the data characteristics of the influencing factor index system, the following three types of classic models are used for fitting, respectively, and the stacking model fusion method is used to perform fivefold crossfolding training on different models to construct a new fusion model. This makes the fusion model stronger in fusion and generalization and forms a model structure that is more suitable for the identification of influencing factors of film consumption and box office prediction in the digital age.
4.4.1. Distributed Random Tree Forecast Model Experiment
Bernard et al. proposed that stochastic forest is one of the most classical data processing models of integrated learning algorithm. It provides users with reasonable and effective classification label information by using the integrated thought, thus providing reliable and effective data information recommendation [19]. Fernández-Delgado et al. found that the random forest algorithm has the best classification performance by comparing the classification performance of 179 classification algorithms [20]. Lizhi et al. found that the distributed random forest algorithm in Spark is more suitable for feature learning of two-dimensional variables [21]. The data collection conforms to the data structure and characteristics of movie consumption factors in the digital age. The empirical study also shows a good fit effect. Table 2 shows that the goodness of fit with this model reaches about 94.12%, and the prediction error RMSE of the model reaches 19.9%.
Table 2 
Fitting effect analysis of distributed random tree forest model.


4.4.2. Extreme Random Tree Prediction Model Experiments
The extreme random tree algorithm proposed by Geurts et al. [22] is very similar to the random forest algorithm, but the extreme random tree features are randomly selected. Selecting the best partitioning feature with the specified threshold as the optimal partitioning attribute not only guarantees the utilization of training samples but also reduces the final prediction bias, so it is superior to the results obtained by random forests to some extent. Therefore, it is also used as a prediction model method to carry out experiments. The results obtained in this paper also conform to a high level of goodness of fit, basically reaching about 94.46%, and the RMSE prediction error reaches 19.3%, as shown in Table 3.
Table 3 
Fitting effect analysis of extreme random tree model.


4.4.3. Experiments of Generalized Linear Prediction Model
The generalized linear model is an extension of the general linear model. It establishes the relationship between the expected value of the response variable and the predicted variable of the linear combination through a join function. It is characterized by not forcibly changing the natural measures of the data. The data may have a nonlinear and nonconstant variance structure, or it may be the most popular machine learning algorithm at present. This study also uses this algorithm to fit according to the structure characteristics of the data indicators. The results of the analysis are relatively consistent with the data characteristics, reaching a good fit of 92.41%, but the RMSE prediction error is as high as 22.63% (see Table 4).
Table 4 
Analysis of fitting effect of generalized linear model.


4.4.4. Triple Model Fusion Fivefold Crosstraining Experiment
Fitting the data of movie consumption characteristics with the above three models, we can find that, first, the selection of the initial index system is more effective, making these basic characteristics representing movie consumption more regular. At the same time, the three algorithms have more than 90% fitting accuracy and strong explanatory power, but there is still room for further improvement of prediction accuracy. In order to further explore the consumption characteristics, the stacking model fusion method was used to train the three models with fivefold crossfolding, and a more accurate model was obtained. The goodness of fit reached 99.18%, while the RMSE was 7.4%, and the RMSLE was significantly lower than the classification prediction error of the first three classical models which was only 0.8%. This fully demonstrates that the features extracted by learning from this model are very consistent with the characteristics and actual results of the database. The model has more generalization ability and basically matches the feature structure of the current factors affecting movie consumption perfectly (see Table 5).
Table 5 
Analysis of fitting effect of fivefold crossfolding training fusion with three models.


The results of this fusion model are integrated by the three model algorithms mentioned above, and their combination coefficients are shown in Table 6.
Table 6 
Analysis of fusion combination factor for fivefold crossfolding training with three models.


4.5. Results and Discussion
Based on the above model learning results, it can be found that through innovative model fusion training, the goodness of fit is higher and the prediction bias is lower than that of a single prediction model. In the digital economy era, the extraction of influencing factors of movie consumption is more accurate and can provide more effective box office prediction model scheme. Based on the analysis results, this study further discusses and analyzes which extracting features can better reflect the explanatory and influence of movie consumption in the digital age. Feature extraction and learning are carried out through different models. Important indicators in the influence feature variables of digital movie consumption are shown in Figure 3.










Figure 3 
Feature extraction of influencing factors of movie consumption characteristics in the digital age.



Therefore, it can be found that the most influential feature is the cumulative historical box office of star writers in the main body of the core content creator, which fully reflects the importance of the current market on the core content. First, the writer is the core creator of the current creative source of digital content products, and also the source of IP core stories. Past box office represents the creative ability of the writer, the cultural and artistic value of the work and the docking ability of the market, highlighting the significance of content as king.
Second, digital marketing has become an important influencing factor of movie consumption. Essential changes have taken place in the form of movie marketing promotion in the digital age. The broadcast of marketing materials put on the Internet has become an important feature affecting movie consumption. Movie consumption in the digital age has a wider audience. In the market of digital content products, the voice and influence of social media play an important role. Precise delivery and distribution mechanism based on Internet platform can help achieve digital marketing effect. Thirdly, the cumulative historical box office of star creators shows that the past artistic performance and recognition of star creators are very important, and star is still the core value creator of content products. Fourth, the type of movie still has an important impact. Although this factor has been proven by many studies to be closely related to movie consumption, special types such as love, action, and science fiction still become an important factor to trigger the resonance of movie consumption and stimulate market vitality. Fifth, hot spots of public opinion have become important variables affecting movie consumption, including different types of self-media comments and word-of-mouth communication and discussion, such as Weixin Public Number and Weibo topic discussion.
5. Conclusions
Based on the empirical results of these factors affecting movie consumption, the following suggestions are given on how to improve the consumption related to digital content in the future:
First of all, attach great importance and increase capital investment to creative subjects of high-quality cultural content and treat the flow effect with caution. Along with the continuous innovation of digital content form, it brings consumers a more pleasant consumption experience but also changes people’s traditional consumption habits and consumption concepts. Secondly, further standardize the network environment and strengthen the network ecological governance. The most important influencing factors of consumption of digital content products are the guidance and evaluation of network public opinion. The network environment should further be standardized; major movie and television websites should do a good job in related management, focus on “zombie” number and accounts with malicious scoring records, and rectify the black industry chain that the network breeds. Third, encourage the construction of a diversified digital content value evaluation system. For cultural creative consumers, big data on the Internet only means the display and prediction of large probability events, which can only be used as reference. Digital content products are essentially cultural creative products. Its cultural value and aesthetic experience cannot be pale and shallow only represented by a series of data. Finally, encourage content providers such as digital content creative subject, production producer, and dissemination subject to adhere to the original intention of content creation. Make good use of digital diffusion channels and create a win-win situation between content providers and consumers by using “big data.” However, the prediction model used in this article is sensitive to noise, and the prediction accuracy needs to be further improved. These two shortcomings are also the direction for future work.
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